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Abstract
This paper presents and evaluates a new security primitive

in the form of non-transferable “visual secrets”, and an ap-
plication at the center of a low-tech visually verifiable board-
room voting system. Visual secrets rely on the pre-semantic
treatment of images in the human brain. After being shown an
image for a limited time, users can recognise it when mixed
in a larger set, but cannot reliably communicate to someone
else exactly how to do so — whether voluntarily or through
coercion.

We report on a usability study on 151 subjects which
showed that they could recognise an image they had pre-
viously seen when shown among 20 similar images with an
accuracy of at least 79% compared with an expected baseline
of 5%. Despite their recognisability, the “secret” images were
hard to describe in unambiguous ways : no assessor managed
to accurately identify the images from the description given
by the subjects.

We then introduce a boardroom voting system based on this
primitive. The voter receives a ballot consisting of a single
picture, votes by folding it horizontally or vertically and casts
it. When all ballots are revealed, the voter can check with a
glance that their ballot is present and folded correctly. This
gives them the opportunity to detect error or fraud without
being able to reveal to others how they voted. The design
makes use of textured paper to provide both accessibility for
the blind and improved usability for all users.
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1 Introduction : defining visual secrets

Researchers in usable security often talk about “something
you are, know or have”. Those secrets are often shareable :
one can give their home keys to a friend, be coerced into
revealing passwords, or even have their biometrics such as
fingerprints stolen [21]. Is it then possible for humans to have
useful secrets that cannot be shared ?

Let us suppose two individuals decide to meet in public and
want to be able to ascertain each other’s identity. However,
they are afraid of one of them being coerced into revealing
the identification mechanism, and being replaced by an ad-
versary. Any passphrase or callsign could be obtained under
coercion and replicated. The problem then is to find a secret
they would recognise but would not be able to share, no matter
the context.

In a formalised version, this problem is not a priori solvable
by independent agents in a classical computing setting. As
Turing Machines can simulate each other, any communication
between agents would be indistinguishable if one agent were
simulated. This is not necessarily true in a quantum setting, as
a non-simulatable protocol could potentially be found, thanks
to the no-cloning theorem — depending on the formalism
used [31].

However, humans are not Turing Machines, and they have
unique abilities. One option is to use something that only
they could do, for example a behavioural biometric. This is
possible in the abstract case, but multiple problems exist with
those, from high error rates to biometric identity theft [8, 25].
Moreover, this type of secret can require complex apparatus
to measure.

A second lead is then to use specialised human cognitive
functions. Multiple advances have been made in this direc-
tion over the last decade, mostly in the context of authentica-
tion [10,22]. There have been some measure of success in cre-
ating unshareable secrets in [6], as subjects have no conscious
recollection of them, but the training is time-intensive (at least
30 minutes for one password). One cognitive function of par-
ticular interest to us is linked to image recognition. As has
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been demonstrated since the 1960s, humans have an extensive
memory for visual stimuli [18, 23, 32, 34]. This has already
been used as a source of security primitives, for example with
authentication in the case of visual passwords [15], as well as
with various biometric methods [2,36]. Most importantly in
our case, a signi�cant aspect of this image recognition hap-
pens in a pre-semantic and pre-cognitive fashion, requiring
no conscious effort, thanks to specialised neural pathways
in multiple areas of the brain [18,26]. This is related to the
difference between recognition and recall [14]. The mind's
pre-semantic treatment means that there might be a loss of
information during image recognition. As such, the ability
to recognise an image is not directly related to our mental
description of it, and any description might ignore some key
elements of the picture1.

The approach takes inspiration from both this cognitive sci-
ence research and concepts from zero-knowledge proofs [12].
This pre-semantic treatment is used as a source of secrets that
are recognisable but not shareable, and we call the resulting
primitive a visual secret2. A user with unlimited time and
good eyesight might be able to describe exhaustively each
pixel of an image. However, practical protocols would have
reasonable constraints on the time spent describing images.

These constraints are especially appropriate in our case, as
the �rst proposed application of visual secrets concerns veri�-
able voting. We propose a low-tech solution to the problem
of boardroom voting. This corresponds to a small group of
participants — e.g., jury members — having to quickly vote
on an issue, generally between two possibilities. In practice,
such votes are often held informally by writing an answer on
a piece of paper, although a variety of electronic and low-tech
options have been proposed [1, 4, 13, 24]. The central idea
behind our application is to have a visual secret on each ballot
and to count them publicly. This allows each voter to check
that their ballot is present and counted correctly, but prevents
them from proving to someone else that they voted a certain
way. For this application, two metrics are crucial : a high
short-term recognisability (to �nd one's own ballot) and a low
describability (to prevent sharing how one voted).

The �rst part of this paper explores the viability of this
new approach with a focus on these metrics. We start with
a description of the empirical study and an analysis of its
results. We then introduce the voting protocol, discuss the
results, and conclude.

Main results

This paper features three main contributions :

• visual secrets, a new security primitive ;

1This principle is already used in police lineups, in which multiple sus-
pects corresponding to the description are shown and where the witness is
supposed to be able to �nd the one they saw previously.

2Visual secrets are not related to visual cryptography [27,28].

• the results of a usability study on 151 subjects that
demonstrates that visual secrets have both high recognis-
ability and low describability ;

• a �rst application of visual secrets in the form of a low-
tech veri�able voting system.

2 Empirical study

The goal of the study was to test the viability of visual secrets
as a security primitive. Subjects were shown pictures and had
to describe them, before having to �nd their initial pictures
among a larger set. As we conjectured that the recognisability
and describability of the pictures would depend on what they
depict, three different image series (lions, mountains, and
abstract shapes) were included. The study had three main
objectives :

• test the ability of subjects to �nd their picture (after
spending a few minutes on other tasks) (recognisability) ;

• test the ability to describe their picture accurately and
unambiguously (describability) ;

• if possible, compare the three image series on the previ-
ous two metrics.

The hope was to �nd at least one image set with high recog-
nisability but a low describability.

2.1 Protocol

The online protocol was split into four sections (illustrated on
�gure 1) :

1. A single introductory page informing subjects of their
rights (including the right to quit at any point) and in-
forming them that they would have to con�rm at the end
to submit the experimental data. It also asked whether
they had performed or seen someone else perform the
experiment and whether they were on a mobile device.

2. Three pages, with each featuring a picture (one per se-
ries). The instructions were to describe the picture in
at most 10 words to try to make it identi�able among
similar images.

3. Three pairs of pages, with each page featuring 2 rows
of 5 images. Each pair of pages corresponds to a series
of 20 images. These images were randomly distributed
between the two pages, in such a way that all images
were shown exactly once. Subjects were asked to select
an image if they thought it was one they had seen earlier,
and could also select “none”.

4. A conclusion page thanking them for their input, indicat-
ing their scores on the memory phase, and asking them
to con�rm the submission of the experimental data.
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A/B testing was used to randomly assign the order of the
�rst two image series (lion and mountain), with the image
recognition order being the same as the presentation order.
The third series was always shown last. The tasks of writing
the second and third images descriptions then served as dis-
tractor tasks in order to limit the effect of short-term memory.
The A/B testing allowed us to measure and compensate the
effects of order and delay — on recognition (which was not
statistically signi�cant).
The experiment was tested with an informal pilot study3

among colleagues before being put online atredacted for
anonymity.

Figure 1: Diagram of the experimental protocol

3The pilot study data is not included in the analyses as the protocols differ
slightly.

2.2 Measurements

The only two questions not directly relevant to the study were
whether the subjects used a mobile device (as it changed
the image layout), and whether they had participated or seen
someone participate in the study (as it could affect the memo-
risation). Considering the experiment's statistical power, we
did not expect to be able to distinguish differences in demo-
graphic base performance. Thus, and out of a general concern
over studies featuring irrelevant demographics questions, we
decided to collect as little identifying data as possible — in
accordance with local legislation.

All other recorded data relates to the answers provided to
the questions asked during the study. For each of the three
series of pictures, we recorded :

• the index of the picture assigned to the subject (1 to 20) ;

• the description they gave for it ;

• the list and order of each of the two sets of 10 images
shown ;

• the indices of the pictures they recognised, with a zero
indicating that they chose “none” ;

• how much time they spent on each page.

We also recorded which A/B testing group they were in.

2.3 Image bank

Three series of 20 pictures with three themes : lions, moun-
tains, and abstract shapes were selected for the experiment.
The pictures were either (free of rights) pictures of lions or
mountains, or they were abstract shapes randomly generated
by the authors. The three image series are shown in Figure 2.
Section 6.1 discusses our decision not to include human faces.

2.4 Subjects

Data was collected from September 1st, 2020 to December
31st, 2020. Subjects were recruited through John Krantz's
Psychological Research on the Net index [19]. A total of 164
subjects participated in the study. All but two of them wrote
their answers in English (with one French and one Spanish).
The median time spent on the experiment was 213 seconds
with a standard deviation of 169s — discounting users who
took a noticeable break (between 20 minutes and 15 hours).

Any subject who had not provided intelligible answers to
the �rst part of the protocol was removed from the dataset.
This eliminated a total of 13 answers, mostly corresponding
to subjects who had skipped the questions, as well as a few
who wrote descriptions such as “pee” or “po”.This removal
is not targeted towards the worst-performing subjects : of the
13 removed, 6 actually had perfect memorisation scores.
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